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A detailed density functional study is performed to analyze the TTF/Au (111) interface,
including the effect of the molecular charging energy on the transport gap. Theoretical
STM calculations are carried out, and compared with recent STM experimental evidence,
for a dilute TTF/Au (111) structure in order to validate the interface geometry used in
our calculations. We show that the alignment between the metal and the organic levels
is mainly controlled by the charge transfer between the two materials, as determined by
the difference between the molecule Charge Neutrality Level (CNL), and the initial Fermi
level. The calculated transport gap is 4.1 eV, and the CNL is found close to the LUMO level,
located about 0.7 eV from vacuum.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction gap states in the organic gap [3,5,8,9]; orientation of
Understanding the interaction between organic mole-
cules and metal surfaces is of paramount importance in di-
verse fields such as organic electronics, molecular
electronics, catalysis, surface photochemistry. In particular,
the growing field of organic electronics relies on the use of
organic conjugated molecules as components of multilayer
devices. The performance of these devices depends criti-
cally on the energy barriers that control the carrier trans-
port between layers, energy barriers that are determined
by the relative alignment of the molecular levels at me-
tal–organic (MO) or organic–organic (OO) interfaces [1,2].

Molecular level alignment at organic junctions has been
widely investigated in the last decade [3–5]. Since the
Schottky–Mott limit (where use of the vacuum level align-
ment is made) was disproved [6,7], many different mecha-
nisms have been proposed to explain the barrier formation
at MO interfaces: chemical reactions and the formation of
. All rights reserved.
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molecular dipoles [10,11]; or compression of the metal
electron tails at the MO interface due to the Pauli repulsion
[9,12–14]. It has been suggested that the tendency of the
Charge Neutrality Level (CNL) of the organic material to
align with the interface Fermi level [15,16] plays also an
important role; this mechanism is associated with the in-
duced density of interface states (IDIS) in the organic gap
and the charge transfer between the organic and the metal.
More recently, this model has been extended to the
Unified-IDIS model by inclusion of Pauli repulsion and
intrinsic molecular dipoles [14,17,18]. We also mention
the integer charge transfer (ICT) model, where polaronic
states in the organic material are assumed to modify the
charge transfer mechanism, creating spontaneous integer
charge transfer at the interface [19]. For atomically ‘‘dirty’’
interfaces see reference [20].

Theoretical studies of MO interfaces are usually based
on density functional theory calculations. It is well-known,
however, that standard DFT methods present important
practical problems for an accurate simulation of the organ-
ic-molecule/metal interaction. First, in these calculations
the Kohn–Sham single-particle eigenvalues do not
properly describe the electronic energy levels of the sys-
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tem, and in particular yield a transport gap (or HOMO–
LUMO gap) that is too small [21,18]. A second problem is
the poor description of weak interactions (e.g. van der
Waals forces) in these calculations, resulting in many cases
in a non-reliable molecule/surface adsorption geometry.
Finally, these molecule–metal systems are usually large,
requiring the use of computationally efficient DFT
techniques.

In this paper we consider the paradigmatic case of a TTF/
Au (111) interface, and analyze its MO barrier height as well
as its molecular adsorption geometry. Tetrathiofulvalene
(TTF) is a prototypical electron donor organic molecule. Re-
cent experiments show that TTF molecules on Au (111)
form a superlattice of monomers spaced a distance ranging
between several nanometers apart to closepack monolay-
ered structures [22,23]. In this case the molecule/metal
interaction is weak and we find that a reliable description
of the TTF geometry at the interface cannot be accurately
achieved using conventional DFT-calculations [22,24]. For
this reason, we have analyzed the TTF geometry by compar-
ing experimental STM-images [22] with a detailed calcula-
tion of the tunneling currents; in this approach we obtain
the TTF geometry by fitting the theoretical calculations to
the experimental image. Once we obtain the molecule
adsorption geometry we analyze the molecule density of
states (DOS), the charge transfer, the interface dipole and
other properties related to the TTF/Au (111) interface, and
discuss how the interface barrier evolves when going from
the isolated molecule to the full monolayer case. In these
calculations, we combine a local-orbital LDA–DFT with a
calculation of the charging energy, U, of the molecule on
the surface, to correct the LDA energy spectrum and obtain
the appropriate transport energy gap.
2. TTF/Au interaction: DFT calculations and charging
energy

2.1. Method of calculation

Fig. 1 shows the systems and geometries we are inter-
ested in: an isolated TTF-molecule deposited on 7 � 7-Au
Fig. 1. TTF monolayers on the Au (111) surface: (A) cluster model; (B)
dilute structure (a = b = 17.56 Å, cab=60�); (C) herringbone structure
(a = 17.56 Å and b = 8.78 Å, cab = 60�); and (D) side view of a TTF molecule
on the Au (111) surface, as obtained in our theoretical STM analysis, see
Fig. 2. For (B and C), the solid lines denote the surface unit cells used in
the calculations.
(111) cluster (Fig. 1A); and two different periodic TTF lay-
ers on a Au (111) surface. We have considered the 6 � 6
[4] (Fig. 1B) and the herringbone (HB) 6 � 3 geometries
[5] (Fig. 1C); this approach will allow us to analyze how
the interface properties depend on the layer coverage.

In our calculations, the case of a single TTF molecule on
Au (111) was simulated by means of a cluster of 196 Au
atoms, with four Au-layers and 49 atoms per layer, with a
7 � 7 arrangement and no periodicity (see Fig. 1A); it has
been checked that this cluster size is enough to avoid border
effects (as tested by calculating density of states – DOS –
profiles projected on the molecular orbitals). The dilute
6 � 6 geometry (see Fig. 1B) represents a periodic layer with
a distance between neighboring TTF molecules large enough
to ensure that they do not interact with each other. The
geometry used in our calculations for the herringbone
monolayer case (see Fig. 1C) has been constructed based
on a recent STM experiment by Yan and coworkers [23],
and it has been modeled as a 6 � 3-periodicity lattice with
two TTF molecules per unit cell. In all these cases, we assume
that the TTF adsorption geometry corresponds to the one
obtained through our STM analysis (see Section 3 and Figs.
1D, 2). All the calculations were performed for slabs of four
and six Au-layers; in particular, we found that four Au-lay-
ers are enough to obtain converged results for the electronic
structure. The Brillouin zones of both the 6 � 6 and 6 � 3
periodicities were sampled with 4 � 4 � 1 Monkhorst–Pack
grids [25]. Since FIREBALL is a real-space technique there is no
practical limitation on the value for the distance between
slabs in the ẑ direction; in these calculations we have chosen
a distance of 99 Å so different slabs cannot virtually see each
other.

We analyze all these cases by means of a very efficient
local-orbital DFT technique (FIREBALL) [26–28]. In these cal-
culations we use the LDA exchange–correlation functional,
and a basis set of optimized numerical atomic orbitals
(NAOs) [29,30] is used to represent the valence electrons,
whilst the core electrons are taken into account by means
of norm-conserving scalar-relativistic pseudopotentials
[31]. A basis set of sp3d5 NAOs for C, S and Au, and s for
H, have been considered in the calculations, with the
Fig. 2. (A) Theoretical STM images of TTF on Au (111) surface for three
different configurations (explained in the text); a side view for each
structure is also shown. (B) (upper panel) comparison between the
experimental [22] and our optimized theoretical STM images (all of them
for Vs ¼ �1V); (lower panel) side view of the our STM-optimized TTF
atomic structure on Au (111).
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following cut-off radii (in a.u.): s = 4.0, p = 4.5, d = 5.4 (C),
s = 4.2, p = 4.7, d = 5.5 (S), s = 4.5, p = 4.9, d = 4.3 (Au) and
s = 4.1 (H). This basis set has been optimized to yield a
good description of the electronic band structure as well
as atomic structure for the Au bulk-phase, and has been
widely tested and used in previous studies on the interac-
tion of Au-tips with C60, and TCNQ/Au and C6H6/Au inter-
faces [32–35]. For the TTF molecule this calculational
approach yields C–C nearest-neighbor distances of 1.40
and 1.47 Å – to be compared with 1.39 and 1.44 Å obtained
by a plane-wave DFT implementation [4], and experimen-
tal values of 1.40 and 1.45 Å [28] – (no available data for
the C–H and S–C experimental bond-lengths), and a LDA-
calculated HOMO/LUMO gap of 3.3 eV – to be compared
with 2.6 eV for converged basis set LDA or GGA calcula-
tions [22].

The main inaccuracy of using a non-converged basis set
of NAOs, once the basis has been optimized for each subsys-
tem, appears in the relative misalignment found for the elec-
tronic levels of both materials (a misalignment that might
also appear even for a converged basis set). Then, in order
to have the Au and TTF levels correctly aligned initially at
the experimental value, we shift by e0 the molecular levels
of TTF, using the shift Hamiltonian Oshift ¼

P
e0jliihlijðjlii

being the eigenstates of the isolated molecule), which can
be thought of a pseudopotential. Its net effect is move rigidly
the TTF spectra, allowing us to align it correctly with the gold
band structure. In our calculations we have assumed that
the TTF midgap is initially located 2.8 eV below the metal
workfunction (5.3 eV). This value is obtained from accurate
calculations for the HOMO/LUMO levels of the TTF molecule,
as described in Section 2.2.

We also mention that our FIREBALL calculations use a self-
consistent version [36] of the Harris–Foulkes [37,38] func-
tional. In this approximation this potential is calculated by
approximating in a self-consistent fashion the total charge
by a superposition of spherical charges around each atom.
This neglects off-diagonal contributions of the induced
charge (dipolar contributions) whose effects, although
not important for the self-consistent calculation itself,
introduces non-negligible contributions to the induced
Hartree potential. One of these effects is due to the induced
‘‘pillow’’ dipole (so-called Pauli effect) [39], which is cre-
ated by the compression of the electron metal tails due
to their overlap with the organic molecule wave-functions.
The second effect we consider in this paper is associated
with the charge induced on the metal surface and the
accompanying induced ‘‘metal surface’’ dipole, that tends
to shift that surface charge from practically the last metal
layer to the image plane located outwards. More details
about these effects are discussed in the Appendix.

2.2. Charging energy and energy gap

For a gas-phase molecule, an accurate calculation of its
transport gap (or HOMO–LUMO gap) can be obtained as the dif-
ference between the electron affinity, EA ¼ �eLUMO ¼ E½N��
E½N þ 1�, and ionization potential, IP ¼ �eHOMO ¼ E½N�
1� � E½N�, where E½Ni� is the total energy for a neutral ðNÞ or
charged ðN � 1Þmolecule with Ni electrons:
EtðgasÞ ¼ eLUMO � eHOMO ¼ E½N þ 1� þ E½N � 1� � 2E½N� ð1Þ

In the case of the TTF molecule we have obtained EtðgasÞ
using the real-space OCTOPUS code [40], the accurate hybrid
GGA-PBE0 exchange–correlation functional [41] and Eq.
(1); this yields EA = �0.64 eV, IP = 5.67 eV and EtðgasÞ ¼
6:3 eV (TTF gas-phase). We also mention that using Eq. (1)
together with LDA FIREBALL calculations with the basis set de-
scribed in Section 2 yields an affinity/ionization gap of
8.19 eV for the TTF molecule.

As mentioned above, in standard DFT calculations the
Kohn–Sham (KS) eigenvalues do not properly describe
the electronic energy levels of the system, and transport
gaps that are usually too small. For example, LDA or GGA
calculations for TTF molecule yield a HOMO–LUMO KS gap of
only 2.6 eV. Using Janak’s theorem [42] and a kind of
LSDA + U functional for the exact DFT energy, Sau et al.
[43] have shown that the molecular HOMO and LUMO lev-
els are given by:

EðLUMOÞ ¼ EKSðLUMOÞ þ ULUMO
0

2

EðHOMOÞ ¼ EKSðHOMOÞ � UHOMO
0

2
; ð2Þ

where EKSðaÞ are the LDA KS levels and Ua
0 the correspond-

ing charging energies. Moreover, the following equations
[43]:

ULUMO
0 ¼ @EKSðLUMOÞ

@dn

UHOMO
0 ¼ @EKSðHOMOÞ

@dn
ð3Þ

relate the change in the molecular levels with respect to
their occupation numbers, dn, to the charging energies.

When the molecule is interacting with a metal surface,
image potential effects at the M/O interface induce on the
metal side an opposite charge to the one appearing on the
molecule, shifting the empty and filled molecular levels in
opposite directions and reducing the value of the transport
gap [33,43–45] to:

Et ¼ EKS þ ULUMO
0 þ UHOMO

0

2
� Vim ¼ EKS þ U ¼ EtðgasÞ � Vim

ð4Þ

where the effective charging energy U0 ¼ ðULUMO
0 þ UHOMO

0 Þ=
2 has been reduced to U ¼ ðULUMO

0 þ UHOMO
0 Þ=2� Vim ¼

U0 � Vim.
In our approach, we correct the transport energy gap

using Eq. (4). The basic idea is to perform DFT–LDA
calculations to determine Vim, and then use an accurate
calculation of EtðgasÞ to obtain the transport energy gap
of the molecule on the surface, Et . The value of EtðgasÞ
can be obtained from experiment or from accurate theoret-
ical calculations. In the present case we use the value from
the OCTOPUS calculation mentioned above, EtðgasÞ ¼ 6:3 eV.
Vim is calculated as the difference between the charging
energy of the molecule on the surface, U, and the charging
energy of the gas-phase molecule, both calculated with the
FIREBALL code.
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As discussed in Refs. [33–35], U can be related to the po-
tential induced in the molecule, V IDIS (see below), and to
the number of electrons transferred to/from it, dn, by the
equation U ¼ e@V IDIS=@dn ffi eV IDIS=dn. This equation can
be seen as a generalization of Eq. (3) for the HOMO and
LUMO levels: in practice (see below) due to the charge
transfer, the molecule DOS around the HOMO and LUMO
levels is shifted rigidly by V IDIS. V IDIS, dn and e@V IDIS=@dn
are obtained from our DFT–LDA FIREBALL calculations, yield-
ing UðFBÞ ¼ 2:95 eV and Vim=U0ðFBÞ � UðFBÞ=1.94 eV for
the geometry shown in Fig. 2B. We stress that, in order
to determine U and Vim, we have analyzed the case of an
isolated molecule on the surface (see Fig. 1A), the reason
being that the effect of the other neighboring molecules
on Vim is small because of the larger screening of the metal.
Therefore, this same value of U is used for the other adlayer
cases.

Once we have determined Vim, the correct Et is intro-
duced in our FIREBALL Kohn–Sham Hamiltonian by means
of a scissor operator:

Oscissor ¼ U=2
X
li ;mi

fjliihlij � jmiihmijg ð5Þ

jlii (jmii) being the empty (occupied) orbitals of the iso-
lated molecule (with the actual geometry of the molecule
on the surface) [33]. Notice that while the shift operator
Oshift (see Section 2) moves rigidly all the levels of the mol-
ecule with respect to the metal, the scissor operator Oscissor

moves filled and empty molecular states in opposite direc-
tions, changing the value of the gap Et . Obviously U de-
pends on Et , and this forces us to calculate Et and U
selfconsistently. We also use Oscissor to correct the error in
the LDA gap due to the non-converged basis set used in
our calculations.
3. Tunneling currents, STM imaging and geometry

3.1. Tunneling currents and STM images

Fig. 2A shows three different TTF/Au (111) adsorption
geometries obtained using different standard DFT simula-
tion packages. Configuration I corresponds to a relaxed
structure obtained using the VASP code [46,47], with the
LDA exchange–correlation (XC) functional and a plane-
wave cutoff of 286 eV, while configurations II and III corre-
spond to relaxed structures obtained using the DACAPO code
[48], with the GGA-revPBE XC functional and a plane-wave
cutoff of 400 eV, and the GAUSSIAN03 code [49], at B3LYP/6-
31+G* level, respectively. These structures are quite
different; in order to elucidate which one corresponds to
the actual adsorption geometry we have calculated the
theoretical STM images (as explained below) and com-
pared them with the experimental one [22], shown in
Fig. 2B. In the three cases we find that the theoretical
STM image does not agree with the experimental one, sug-
gesting that for this weakly interacting case LDA or GGA
calculations do not describe properly the molecule/surface
adsorption geometry, probably due to the lack of van der
Waals forces in these calculations (for a treatment of van
der Waals forces within DFT see Refs. [50–55]).
Thus, we have explored the TTF/Au (111) adsorption
geometry by performing accurate theoretical simulations
for the STM-image for different adsorption geometries
(more than 200) where the orientation, the adsorption po-
sition and distance of the molecule relative to the surface,
as well as the internal geometry of the molecule, have been
changed. Then, we look for the configuration yielding the
best agreement with the available experimental evidence
[22]. In our approach, tunneling currents for the STM
images have been calculated using a Keldysh–Green
function formalism together with the first-principles
tight-binding Hamiltonian obtained from the local-orbital
DFT-FIREBALL method (as explained in detail elsewhere
[39,56]). Some examples of the application of this ap-
proach can be found in references [32,57,58]; in particular,
reference [57] is a good example of how the accurate the-
oretical simulation of STM images, and its comparison with
high-quality experimental STM images, can guide us to-
wards the correct atomic structure. In the following we
present a brief description of this formalism.

In the theoretical STM simulations, we rewrite the total
tip-sample Hamiltonian describing the system as HT, HS

and TTS, where the total system is split into two parts, T
(tip) and S (sample: molecule/Au surface), TTS defining
the coupling between both. In the present case we have as-
sumed to have a tip formed by five atoms, one of them in
the apex, joined to four layers of W (100). Then, the equa-
tion for the current I is given by [39,56]:
I ¼ 4pe2

h

Z EFþeV

EF

Tr½TTSqSSðxÞD
r
SSðxÞTSTqTTðx

� eVÞDa
TTðx� eVÞ�dx ð6Þ
where Dr
SS ¼ ½1� TSTgr

TTTTSgr
SS�
�1, and Da

TT ¼ ½1� TTSga
SSTSTg

a
TT�
�1; grðaÞ

TT and grðaÞ
SS are the retarded (advanced) Green func-

tions of the decoupled tip and surface subsystems, qTT and
qSS are the density of states matrices, where qij ¼ � 1

p Iga=r
ij ;

and V the tip–sample applied bias. Notice that Eq. (6) is
only valid for 0 K temperature; occupation distribution
functions should be included for a finite temperature
value.

In this approach the W-tip and the sample (TTF/Au
(111)) are calculated independently providing gr

TT and
gr

SS; then, TTS is calculated using a dimer approximation:
a dimer formed by one W-atom (corresponding to the
tip) and another surface one (S, C, H or Au coming from
the sample) is calculated for different atom–atom dis-
tances and for all the non-zero interactions. The details
are explained in Ref. [39,56].

In the tunneling regime Da
TT and Dr

SS can be approxi-
mated by the unit matrix, so Eq. (6) turns to:
I ffi 4pe2

h

Z EFþeV

EF

Tr½TTSqSSðxÞTSTqTTðx� eVÞ�dx ð7Þ
Using this equation for the tunneling current, we have cal-
culated STM images for different adsorption geometries of
TTF on Au (111) as explained in the following section.



Fig. 3. Theoretical STM images of TTF on Au (111) surface for some
representative intermediate configurations (explained in the text); top
and side view for each structure is also shown.
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3.2. Geometry

As mentioned above, we have used this theoretical STM
tool to look for the adsorption geometry of TTF on Au
(111). For this purpose, we compare our theoretical STM
images with the experimental image, and analyze how
the changes in adsorption geometry change the theoretical
STM image. In total we have explored more than 200 dif-
ferent geometries. Fig. 2 (bottom-right) shows the one
found yielding the best agreement with the experimental
image (see top-right image). In this geometry, the mole-
cule is rather flat, being located at 3.05 Å from the surface.
A side view of the theoretically STM-engineered structure
is also shown in Fig. 2. In this simulations, W-tip height
from TTF monolayer and surface voltage, Vs, take the val-
ues of 4.5 Å and �1 eV, respectively, in order to mimic
the experimental STM signal [22]. It is worth stressing that
the variation of the W-tip height between 4 and 5 Å does
not reveal any significant change in the theoretical STM
signal. These theoretical STM images have been calculated
with FIREBALL taking into account the different corrections
already discussed for the TTF/Au (111) electronic
structure.

In order to give a flavor of the different geometries ana-
lyzed to obtain the geometry shown in Fig. 2, we show in
Fig. 3 a few intermediate representative cases with their
corresponding STM-images. Case A corresponds to an ideal,
undeformed, TTF molecule located parallel to the Au (111)
surface; in this case, the STM-image represents two lobes
which are far from the experimental image [22]. Case B
corresponds to the geometry calculated using DACAPO (see
Fig. 2, too); the visible assymmetry of the molecule, associ-
ated with the bonding of the double C-bond with the sur-
face, introduces a similar assymmetry in the STM-image.
Case C shows a critical deformation of the S atoms, with
the S–C–S angle larger than in the ideal geometry: this
deformation introduces the four bright spots shown in
the STM-image associated with the S atoms. Case D, the
final geometry, is obtained by moving the right double
C-bond towards its initial position, the S atoms slightly
upwards (around 0.2 Å higher than the C atoms) and, at
the same time, closing a little the left double C-bond; obvi-
ously, all these small displacements have been deeply ana-
lyzed with many other intermediate geometries.

We also show in Fig. 3, for the sake of completeness,
three additional cases, D0, D00; and D000, where the molecule
of case D has been displaced 0.2 Å upwards and down-
wards the surface (cases D0 and D00, respectively) or 0.1 Å
parallel to the surface (case D000); the corresponding STM
images indicate how the theoretical STM-imaging depends
on the position of the molecule on the Au surface. Although
determining the adsorption distance from a comparison of
theoretical and experimental STM images is a challenging
problem, images calculated by displacing the molecule
outwards/downwards suggest that the molecule-surface
distance is determined within an error bar of ±0.1 Å. We
have also tilted the molecule 3o, with two of the lateral S
atoms higher than the other two, and have found that
the STM-image is much worse than the one given in
Fig. 3D; this indicates that the molecule is almost flat, with
a very slight tilting.
4. Interface properties

Once we have obtained the interface geometry, we cal-
culate the interface electronic properties of: (a) the single
molecule; and (b) the other TTF-layers, as well as the cor-
responding charging energy effects. The single molecule
case allows us to determine U as explained above, while
the other cases can be related to a kind of effective U [59]:

Ueff ¼ eV IDIS

dn
¼ U þ

X
Ji ð8Þ

where Ji is the effective intersite coulomb interaction be-
tween charges in different molecules This is a pure electro-
static effect that is not related with the correlation effects
involved in self-interaction correction and image potential.
Thus, Ji does not change the transport gap so Et ¼ EKS þ U
for all interfaces.

4.1. TTF molecule on Au (111)

Fig. 4 shows the electron DOS projected on the TTF orbi-
tals for the case of a single molecule adsorbed on Au (111)
(Fig. 1A). In the same figure we also show the molecule en-
ergy levels of the isolated (but deformed) molecule; the
energy window around the energy gap is enlarged in the
inset. In this figure the molecule transport gap has been
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corrected as discussed in Section 3; for comparison, the
levels for the isolated molecule are corrected using the
same value of U as in the case of the molecule on the Au
(111) surface. The initial Fermi level, UM (whose absolute
value defines the Au work function: 5.3 eV), the interface
Fermi energy, EF (this is the metal Fermi level after the con-
tact is established), the HOMO and LUMO levels, as well as
the CNL, are shown. This last quantity is calculated inte-
grating the molecule DOS up to the number of electrons
of the neutral molecule. The main effect of the contact is
to broaden the molecular levels, creating an induced den-
sity of interface states, and to shift the metal Fermi level
from UM to EF .

As in a typical MO interface, the TTF/Au contact creates
an induced density of interface states in the molecule and
thus a charge transfer between molecule and metal. This
gives rise to a potential, V IDIS, between the molecule and
the metal that tries to align the initial metal Fermi level
UM and the organic CNL [14,18]. This pinning is governed
by the screening parameter S defined as:

ðCNL� EFÞ ¼ SðCNL�UMÞ ð9Þ

notice that 0 < S < 1, with S! 0 or 1 for high or low
screening, respectively [34]. In the limit of large screening
the CNL and EF tend to be aligned, while for S! 1, we re-
cover the Schottky–Mott limit with no interface IDIS-po-
tential. On the other hand:

eV IDIS ¼ ðEF �UMÞ ¼ ð1� SÞðCNL�UMÞ ð10Þ

We have checked, by changing in our calculations UM ficti-
tiously (see Fig. 5), that the value of S is practically con-
stant in a moderate range of UM values: for the isolated
TTF molecule on Au (111) we obtain S ¼ 0:66.

We can also relate S to some general interface quanti-
ties. To this end, consider the equation (see Section 2):
Fig. 4. DOS profile for a single TTF molecule on Au (111) (cluster model;
see Fig. 1); the initial molecular levels are shown by the red shaded region
(with a broadening of g = 0.05 eV). Fermi, HOMO and LUMO levels are
also indicated on the figure. The left inset shows an energy diagram for
the system. The molecule transport gap has been corrected as discussed
in Section 3; for comparison, the levels for the isolated molecule are
corrected using the same value of U as in the case of the molecule on the
Au (111) surface. In the DOS profiles the vacuum level for the adsorbed
molecule is kept aligned to the vacuum level for the isolated molecule.
(For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this paper.)
U ¼ eV IDIS

dn
¼ ð1� SÞðCNL�UMÞ

dn
ð11Þ

Then we define a mean density of states (spin included) be-
tween CNL and EF , eD, so that dn is given by:

dn ¼ eDðCNL� EFÞ ð12Þ

Combining Eqs. (10)–(12), it can be easily found:

S ¼ 1

1þ UeD ð13Þ

in this equation, UeD plays the same role that the term
4pe2deD=A does in the elementary theory of Schottky barri-
ers (d is the effective distance between the positive and
negative charge transferred between the metal and the
molecule, and A the area per molecule). Both Eqs. (11) or
(13) can be used to obtain the molecule charging energy:
our calculations yield UFB ¼ 2:95 eV (see Section 3 and also
the Appendix). As mentioned above, this indicates that in
our FIREBALL calculations, image potential effects reduce
the energy gap by 1.94 eV. This yields (see Eq. (4)) Et =
6.3–1.94 = 4.36 eV; the deformation of the molecule also
reduces slightly Et to a final value of 4.1 eV (see Figs. 4, 6
and 7). Finally, we comment that for this case we obtain
a charge transfer of 0.43 electrons (see Fig. 5), and a surface
dipole, D, of 6.3 Debyes.

4.2. Monolayer (HB) and fraction of monolayer cases

Fig. 7 shows the molecule local DOS for the HB-geometry
(the monolayer case); we show here the same quantities as
in Fig. 4: UM , EF , the CNL and the HOMO and LUMO levels. As
in the previous case, we also see how the quantity
ðCNL�UMÞ, has been screened to ðCNL� EFÞ, so that Eq. (9)
is also valid for the monolayer case, but with a different
screening parameter, S ¼ 0:47 in this case. It is interesting
to realize that this parameter, S, is now significantly smaller
than in the case of the single molecule on the surface
Fig. 5. (LUMO� EF ) and transfer of charge (upper panel), and V IDIS (lower
panel) as a function of the metal work-function. This figure tries to
simulate how the interface properties depend on the initial Fermi level of
different metals: this issue is shown in the figure by superimposing the
initial Fermi levels (that is the metal work function with a negative sign)
of Al, Ag, Cu and Au for comparison.



Fig. 6. DOS profile for the TTF molecule on Au (111) (dilute geometry;
see Fig. 1); the initial molecular levels are shown by the red shaded region
(with a broadening of g ¼ 0:05 eV). Fermi, HOMO and LUMO levels are
also indicated on the figure. The left inset shows an energy diagram for
the system. The molecule transport gap has been corrected as discussed
in Section 3; for comparison, the levels for the isolated molecule are
corrected using the same value of U as in the case of the molecule on the
Au (111) surface. In the DOS profiles the vacuum level for the adsorbed
molecules is kept aligned to the vacuum level for the isolated molecule.

Fig. 7. DOS profile for the TTF monolayer on Au (111) (herringbone
structure; see Fig. 1); the initial molecular levels are shown by the red
shaded region (with a broadening of g ¼ 0:05 eV). Fermi, HOMO and
LUMO levels are also indicated on the figure. The left inset shows an
energy diagram for the system. The molecule transport gap has been
corrected as discussed in Section 3; for comparison, the levels for the
isolated molecule are corrected using the same value of U as in the case of
the molecule on the Au (111) surface. In the DOS profiles the vacuum
level for the adsorbed molecules is kept aligned to the vacuum level for
the isolated molecule.

J.I. Martínez et al. / Organic Electronics 13 (2012) 399–408 405
ðS ¼ 0:66Þ, reflecting a larger screening effect. For the 6 � 6-
geometry (see Fig. 6) we find an interface behaviour similar
to the single molecule case, indicating that for this dilute
periodic structure the molecule–molecule interaction is
very small. As in the single molecule case, we have changed
in our DFT-calculations UM fictitiously, and found that S is
constant for moderate changes (see Fig. 4).

In Figs. 6 and 7 we have also shown the IDIS potential,
V IDIS, induced in the molecule by the MO-charge transfer;
in our calculations, this charge transfer per molecule is
0.37 and 0.31 electrons for the 6 � 6-geometry and the
HB-structure, respectively, with the corresponding surface
dipoles, D, of 5.4 (6 � 6) and 4.5 (HB) Debyes, and
V IDIS ¼ 1:61 (6 � 6) and 2.63 (HB) eV. Notice that this IDIS
potential is different from the electrostatic potential,
Vav ¼ 4pe2ddn=A, created between the metal and vacuum
(A is the area per molecule): for dilute geometries, Vav is
smaller than V IDIS, while for the compact HB-monolayer,
Vav ’ V IDIS. In our results we find that the TTF–CNL is lo-
cated around 0.1 eV from the LUMO level of the interacting
molecule, namely, 0.8 eV from vacuum, which corresponds
– as expected – to a case having a strong donor character.

We can also relate S to Ueff , defined for the adlayer case
as Ueff ¼ eV IDIS=dn, by replacing U by Ueff in Eqs. (11) and
(13); this yields:

S ¼ 1=ð1þ Ueff eDÞ ð14Þ

Notice that for these cases V IDIS depends also on the inter-
action between molecules; therefore Ueff contains both
intramolecular ðUÞ and intermolecular ðJiÞ contributions
[59], see Eq. (8). From our calculations we obtain Ueff =3.6
and 6.7 eV for the (6 � 6) and herringbone cases, respec-
tively. Finally, we mention that in these cases the correc-
tions related to the ‘‘pillow’’ dipole [34] are small, see
Appendix.
5. Discussion and conclusions

Other theoretical calculations for the TTF/Au (111)
interface have already been reported by Fernández-Tor-
rente et al. [22] and Hofmann et al. [24] where 6 � 4 and
6 � 5 unit cells have been considered, respectively. In both
studies a GGA-DFT code has been used, although it has
been mentioned [24] that probably ‘‘the actual equilibrium
distance between the organic adsorbate and the metal sur-
face lies in between the two extreme cases provided by
GGA and LDA formalisms’’.

In our approach we took advantage of looking for the
best TTF geometry, by comparing the experimental STM
images reported in Ref. [22] with the theoretical ones
calculated for more than 200 geometries. The geometry
obtained in this way is shown in Fig. 2; the calculated
STM-image for the best candidate fits considerably well
with the experimental one and improves a lot the images
calculated for the geometries provided by conventional
LDA or GGA calculations. That new geometry is rather flat,
parallel to the Au-surface, and located at 3.05 Å from it.

TTF has a strong donor character, which is shown in the
present study by the position of the CNL for all the consid-
ered system models, located at 0.8 eV below the molecule
vacuum, and by the electron charge transfer from TTF to
Au, which for the single molecule is 0.43 electrons, and
0.37 and 0.31 electrons for the 6 � 6 and HB structures,
respectively. Our calculations yield induced dipoles per
molecule of 6.3 (single molecule), 5.4 (6 � 6 geometry)
and 4.5 (HB structure) Debyes. It is interesting to remark
that these values do not differ significantly from those
found by Fernández-Torrente et al. [22]: 5 Debyes for a
6 � 4 unit cell, and Hofmann et al. [24]: 4.5 Debyes for a
5� 3

ffiffiffi
3
p

unit cell, showing that the charge transfer mecha-
nism is not altered too much by the molecule geometries.
Recent experimental data from Ref. [60] yields a molecular
dipole of 5.4 Debyes for very low coverages, in excellent
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agreement with our results; however, the values for higher
coverages (h P 0:5) cannot be directly compared with our
results because of the interface inhomogeneities, due to is-
land formation.

In our approach we have also addressed the issue of the
organic energy gap problem, calculating the molecule
charging energy U and using Eq. (4) to obtain Et . We find
that surface polarization effects reduced the gas-phase
molecule transport energy gap by 1.9 eV; this value corre-
sponds to an effective distance of 3.8 Å between the TTF in-
duced charge and its image (notice that the molecule size
is around 7 Å). The deformation of the molecule on the sur-
face also reduces slightly Et (by � 0:25 eV), and we finally
obtain Et ¼ 4:1 eV for TTF on Au (111). DFT-GGA calcula-
tions [22] yield a much smaller energy gap and therefore
very different barrier heights for electrons or holes. We
also find that the amount of charge transferred from TTF
to Au (111) does not seem to depend too much on the va-
lue of Et .

In conclusion, we have presented, by using a DFT ap-
proach, a discussion of the TTF/Au (111) interface proper-
ties. For this purpose, firstly we have analyzed the
geometry of the molecule on the Au surface using a fitting
to the experimental STM image. We propose this theoreti-
cal STM-engineering technique as a powerful tool to eluci-
date ground-state configurations for those systems which
may be geometrical and electronically poorly described
by the standard DFT tools. In a second step, we have also
discussed, based on the final STM-engineered TTF/Au
structure, the interface dipole and the barrier height for-
mation, including charging energy effects in the molecule
energy gap. Our results show that the interface dipole, as
calculated in the present DFT approach, is mainly due to
the organic–metal charge transfer and the induced density
of interface states associated with the metal–organic inter-
action, a mechanism already described by the IDIS model.
We also provide the molecule CNL that we find at 0.8 eV
from vacuum, as corresponds to the high donor character
of TTF.
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Appendix A

In this Appendix we comment some technical issues
regarding our FIREBALL calculations. In FIREBALL the Hartree po-
tential is calculated by approximating, in a selfconsistent
fashion, the total charge by a superposition of spherical
charges around each atom. This approximation neglects
off-diagonal contributions of the induced charge (dipolar
contributions) whose effects, although not important
for the selfconsistent calculation itself, introduces non-
negligible contributions to the induced Hartree potential.
One of these effects is related to the induced ‘‘pillow’’ di-
pole [34], which is created by the compression of the elec-
tron metal tails due to their overlap with the organic
molecule wavefunctions. The second effect we consider
here is associated with the charge induced on the metal
surface and the accompanying induced ‘‘metal surface’’ di-
pole that tends to shift that surface charge from practically
the last metal layer to the image plane located outwards.
These two effects are introduced as perturbations in our
calculations [34].

The ‘‘pillow’’ dipole corrections are calculated as de-
tailed in Ref. [34]. A deep analysis of this dipole contribu-
tion can be associated with the overlap between the
metal/organic wave functions. This correction can be intro-
duced in our calculations as follows [14]:

eVt ¼ eV IDIS þ eVpillow where eVpillow ¼ SeVpillow
0 ð15Þ

In our case eVpillow
0 ¼ 0:10, 0.04 and 0.04 eV; so

eVpillow ¼ SeVpillow
0 ¼ 0:05;0:03 and 0:03 eV for the HB, di-

lute and molecular cases, respectively.
The induced ‘‘metal surface’’ dipole is calculated by

means of the off-diagonal induced charge:

enij ¼ �
e
p

Z
IGijðxÞdx ð16Þ

GijðxÞ being the Green function of our system, defined by
the local-orbital Hamiltonian, as obtained from our DFT
calculation in the local orbital basis. From enij we calculate
straightforwardly the corresponding induced Hartree po-
tential. The induced ‘‘metal-surface’’ dipole [34], is a part
of the IDIS dipole associated with the off-diagonal terms
of the induced ‘‘metal-surface’’ charge (neglected in the
Hartree potential). The calculation of the potential created
by these induced off-diagonal charges changes V IDIS by
�0.24, �0.12 and �0.12 for the HB, dilute and molecular
cases, respectively; this also reduces UFB by 0.25 eV to
the final value 2.95 eV given above.

It is also important to discuss the issue of the conver-
gence of our calculations with the basis set. In this direc-
tion, we have analyzed how our results depend on
having a more extended basis set; in particular, we have
used the following one: sp3d5s	d	5 NAOs for Au, sp3d5 for
C and S, and ss	 for H, with the following cut-off radii (in
a.u.): s ¼ 6:0. p ¼ 7:0, d ¼ 5:0, s	 ¼ 6:0 and d	 ¼ 5:0 (Au);
s ¼ 4:0. p ¼ 4:5, d ¼ 5:4 (C); s ¼ 4:2. p ¼ 4:7, d ¼ 5:5 (S);
and s ¼ 4:5 and s	 ¼ 4:5 (H). Using this more complete ba-
sis set shifts the molecular levels, but the ‘‘scissor’’ and
‘‘shift’’ operators discussed above allow us to fit the mole-
cule energy gap and its energy position to the experimen-
tal values. We find that using these corrections, our
calculation of the interface dipole and the charging energy
is well converged in our original basis set calculation. The
exception to this result is the calculation of the ‘‘pillow’’ di-
pole, which is substantially increased in the more extended
basis. In particular, the ‘‘pillow’’ dipole, SeVp

0, of 0.05 eV
found (for the HB structure) with the minimal basis set is
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increased to 0.30 eV for the extended basis, and to 0.12 eV
for the isolated molecule and the 6 � 6 structure. Notice
that these values of SeVP

0 compensate very accurately the
changes in V IDIS associated with the ‘‘metal-surface’’ dipole.
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